
 Eduvest – Journal of Universal Studies 

Volume 5 Number 7, July, 2025 

p- ISSN 2775-3735- e-ISSN 2775-3727 

 

9344 

 

Enhancing Work Safety Systems Through Real-Time Speech Emotion 

Detection Classifier Using CNN Algorithm 

 
Narendra Rahman Handwi, Rila Mandala 

President University, Idonesia 

Email: narendrarahman2@gmail.com, rilamandala@president.ac.id 

 
ABSTRACT 

Speech emotion detection has emerged as a significant research area due to its potential applications in various 

domains. In work safety systems, the ability to accurately recognize emotions can provide vital information 

about the mental state of workers, which can be utilized to prevent work accidents and ensure a safer work 

environment. The objective of this study is to develop a speech emotion detection classifier using the CNN 

algorithm. The classifier aims to accurately classify emotions from speech signals, enabling real-time 

recognition of workers' emotional states. By achieving this objective, the study aims to contribute to the 

enhancement of work safety systems. The proposed methodology involves training a Convolutional Neural 

Network (CNN) model using a comprehensive dataset of labeled speech samples. The dataset will encompass 

various emotions, including happiness, sadness, anger, and fear. The CNN model will be trained to extract 

relevant features from speech signals and learn the patterns associated with different emotional states. 

Preprocessing techniques, such as audio segmentation, feature extraction, and data augmentation, will be 

employed to enhance the training process. The expected result of this study is a robust speech emotion detection 

classifier that can accurately classify emotions from speech signals. The classifier will be capable of real-time 

emotion recognition, providing immediate insights into workers' emotional states. By integrating this classifier 

into work safety systems, proactive measures can be taken to prevent work accidents based on workers' 

emotional conditions. 

KEYWORDS  Speech emotion detection, Convolutional Neural Network (CNN), work safety systems, 

emotion recognition, real-time classification. 
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INTRODUCTION 

Speech emotion detection has emerged as a critical area of research with applications 

across various domains. Understanding and accurately recognizing emotions from speech 

signals has the potential to significantly impact work safety systems. Workplaces, particularly 

those involving high-risk environments, can benefit immensely from real-time emotion 

detection as it provides valuable insights into the mental states of workers. This information 

can be leveraged to prevent work-related accidents, enhance employee well-being, and create 

a safer work environment. 

Traditionally, work safety systems have primarily focused on physical safety measures, 

machinery safeguards, and safety protocols. While these measures are essential, they often 

overlook the emotional well-being of workers, which plays a crucial role in accident 

prevention. The integration of real-time speech emotion detection can bridge this gap by 

providing continuous monitoring and assessment of workers' emotional states. 

The existing work safety systems face several challenges that hinder their effectiveness 

in ensuring a safe work environment. One major issue is the limited emotional monitoring, as 

conventional safety systems lack the capability to monitor and assess the emotional states of 

workers in real-time. Accidents in the workplace often occur due to emotional stress, fatigue, 

or other factors affecting workers' mental states. Unfortunately, current safety systems are 

predominantly reactive and do not address emotional well-being proactively. Additionally, 
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human supervisors may not always accurately gauge the emotional conditions of workers, 

leading to potential misinterpretations or biases in assessing safety risks. 

Previous research has made significant contributions to the development of emotion 

detection systems using speech signals, but there are notable gaps in applying these systems to 

work safety environments. For example, traditional approaches have largely focused on 

machine learning methods like Hidden Markov Models (HMMs) and Support Vector Machines 

(SVMs), which have been used for classifying emotional states (Jiang et al., 2019). However, 

these methods struggle with accuracy and real-time processing, which are crucial in high-risk 

work environments. Additionally, research on integrating emotional monitoring into work 

safety systems has been limited, particularly in addressing the emotional well-being of workers 

in real-time, which this study aims to bridge. Unlike previous studies, this research focuses on 

developing a speech emotion detection classifier using Convolutional Neural Networks 

(CNNs), a more advanced technique that has shown promise in audio-related tasks and could 

significantly enhance the accuracy and efficiency of emotion detection systems (Zhou et al., 

2021). 

The novelty of this research lies in several key aspects. First, there is a need to develop a 

robust speech emotion detection classifier specifically tailored for work safety systems, 

enabling effective responses to workers' emotional states in real-time. Additionally, existing 

research lacks comprehensive studies that address a broad range of emotions, such as 

happiness, sadness, anger, and fear, which are essential for creating well-rounded emotion 

detection systems. Moreover, much of the prior research has focused on traditional machine 

learning methods like Hidden Markov Models (HMMs) and Support Vector Machines (SVMs), 

which may not be as effective as newer techniques. Finally, while Convolutional Neural 

Networks (CNNs) have shown promise in various audio-related tasks, their potential in 

developing advanced speech emotion detection classifiers for work safety systems remains 

underexplored and warrants further investigation. 

The primary objective of this research is to develop an effective speech emotion detection 

classifier using Convolutional Neural Networks (CNN). The classifier aims to accurately 

classify emotions from speech signals and enable real-time recognition of workers' emotional 

states. By achieving these objectives, this study seeks to contribute to the enhancement of work 

safety systems, promoting a safer work environment through proactive measures. 

This research will focus on the development of a speech emotion detection classifier 

using CNN and the utilization of a comprehensive dataset containing labeled speech samples 

covering various emotions such as happiness, sadness, anger, and fear. The study will also 

implement preprocessing techniques, including audio segmentation, feature extraction, and 

data augmentation, to improve the training process and enhance accuracy. Furthermore, the 

developed classifier will be integrated into existing work safety systems for real-time emotional 

recognition and proactive safety measures. 

Based on the research objectives, the following hypotheses are formulated: Hypothesis 1 

(H1) posits that a speech emotion detection classifier based on Convolutional Neural Networks 

(CNN) can accurately classify emotions from speech signals, while Hypothesis 2 (H2) suggests 

that real-time emotion detection using the CNN classifier will contribute to proactive safety 

measures, thereby preventing work accidents based on workers' emotional conditions. 
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METHOD 

This research aims to enhance workplace safety systems through real-time speech 

emotion detection using the Convolutional Neural Network (CNN) algorithm. A diverse and 

representative dataset is collected from various sources containing different emotion types such 

as happiness, sadness, anger, and neutral expressions. The research methodology consists of 

eight systematic phases: importing libraries for data manipulation, inputting data from prepared 

datasets, visualizing data using bar graphs to understand emotion distribution, augmenting data 

to improve quality and diversity through techniques like noise injection and time shifting, 

building CNN models according to predetermined structures, training models using augmented 

data through iterative processes, evaluating model accuracy on test data by displaying loss and 

accuracy graphs, and predicting labels on test data for comprehensive model performance 

evaluation. 

The data for this study is collected from a variety of publicly available speech emotion 

datasets, ensuring diversity and representativeness across different emotion categories such as 

happiness, sadness, anger, and neutral expressions. Sources like the Emo-DB dataset and 

RAVDESS (The Ryerson Audio-Visual Database of Emotional Speech and Song) are used, as 

they offer labeled audio samples containing multiple emotional expressions. These datasets 

provide a sufficient range of speech samples recorded under controlled environments to ensure 

quality and consistency. The data collection process includes audio recordings of speech from 

different speakers, genders, and age groups to reflect natural variations in emotional 

expression. 

The analysis begins by applying data augmentation techniques to enhance the diversity 

and quality of the dataset. Data augmentation methods such as noise injection and time shifting 

are used to simulate various real-world conditions, increasing the robustness of the model. This 

also helps prevent overfitting and ensures that the model is capable of generalizing well to 

unseen data. The Convolutional Neural Network (CNN) model is built and trained using these 

augmented datasets. The model architecture is carefully designed, considering factors like the 

number of layers, filter sizes, and activation functions. The training process is iterative, with 

the model continuously learning from the data, adjusting its weights based on the feedback 

received from the loss function during backpropagation. To evaluate the performance of the 

trained model, accuracy and loss metrics are computed using a separate test dataset that was 

not part of the training process. The results are visualized in the form of accuracy and loss 

graphs to assess the model's ability to classify emotions accurately and its capacity to generalize 

to new data. Finally, the model’s predictions on the test data are analyzed to determine the 

effectiveness of real-time emotion detection and its potential application in workplace safety 

systems. 

 

RESULT AND DISCUSSION 

Implementation 

All design stages are implemented into program code using the Python programming 

language version 3.10. Some packages from the library used are as follows: 

 

Import Libraries 

This code snippet (Figure 1) imports a comprehensive set of libraries essential for 
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processing audio data, visualizing results, building and training a neural network model, and 

evaluating its performance. It includes modules for operating system interactions (`os`), data 

manipulation (`pandas`, `numpy`), and random number generation (`random`). For audio 

processing, it uses `librosa` and `IPython.display` to load audio files, extract features, and 

display rich media. Data visualization is handled by `seaborn` and `matplotlib.pyplot`, along 

with `matplotlib.colors.Normalize` for scaling data values. The neural network model is 

constructed and trained using `tensorflow.keras` layers and callbacks, with 

`sklearn.model_selection.train_test_split` for splitting datasets. Model evaluation employs 

metrics from `sklearn.metrics`. Plot configurations are set with `%matplotlib inline` and 

`%config InlineBackend.figure_format='retina'` for high-resolution inline plots, and warnings 

are suppressed using `warnings.filterwarnings("ignore")`. This integrated approach facilitates 

comprehensive machine learning workflows in audio data analysis. 

 

 
Figure 1. Import Libraries 

 

Data Input  

The code (Figure 2) is used to connect Google Colab with Google Drive. The first line 

imports the `drive` module from the `google.colab` library, which provides functions to access 

Google Drive. The second line calls the `mount` function from the module to mount Google 

Drive into the Colab file system at the `/content/drive` directory. This allows users to access 

files and folders in Google Drive directly from Colab, making it easier to save and access data 

while working in Colab. 

 

 
Figure 1. Data Input Drive 

 

This code (Figure 3) extracts data from the TESS (Toronto Emotional Speech Set) 

dataset by traversing the specified directory, storing the full file paths in the `paths` list, 
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calculating and storing the durations of audio files in the `duration` list using 

`librosa.get_duration`, and extracting emotion labels from the filenames. These labels are 

processed and stored in the `labels` list. A DataFrame `df_tess` is then created with columns 

for paths, durations, the dataset identifier 'TESS', and emotion labels, with the 'ps' label replaced 

by 'surprise' for consistency. Finally, a sample of five rows from the DataFrame is displayed to 

verify the data integration. 

 

 
Figure 2. Data Input Toronto 

 

This code snippet (Figure 4)  retrieves data from the RAVDESS (Ryerson Audio-Visual 

Database of Emotional Speech and Song) dataset by recursively traversing the specified 

directory using `os.walk`. For each file found (`filenames`), it captures the full path (`paths`), 

calculates the duration of the audio file using `librosa.get_duration`, and extracts the emotion 

label based on the filename pattern. Emotions are mapped to predefined categories such as 

'neutral', 'calm', 'happy', 'sad', 'angry', 'fear', 'disgust', and 'surprise' according to specific codes 

embedded in the filenames. These details are organized into a DataFrame `df_ravdess` with 

columns for file paths, durations, the dataset identifier 'RAVDESS', and corresponding emotion 

labels. A sample of five randomly selected rows from the DataFrame is displayed to ensure the 

accuracy of data extraction and processing. 
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Figure 3. Data Input RAVDESS 

 

This code (Figure 5) segment initializes three empty lists: `paths`, `labels`, and 

`duration`. It then walks through the directory '/content/drive/MyDrive/Voice 

Recognition/surrey-audiovisual-expressed-emotion-savee/' using ̀ os.walk`, iterating over each 

filename in `filenames`. It ensures that only files ending with '.wav' are processed. For each 

valid file, it captures the full file path (`paths`) and extracts the emotion label from the filename 

(`labels`). Emotion labels are determined based on the first character of the reversed filename 

(`filename[::-1].split('_')[0][::-1]`), mapping specific codes ('a' for angry, 'd' for disgust, 'f' for 

fear, 'h' for happy, 'n' for neutral, 's' for sad or surprise) to their corresponding emotions. 

Assertions are used to verify that `paths` and `labels` lists are of the same length before 

calculating and appending audio durations (`duration`) using `librosa.get_duration`. Another 

assertion ensures that `paths` and `duration` lists are also of the same length. Finally, a 

DataFrame `df_savee` is created with columns for file paths (`path`), durations (`duration`), 

dataset identifier 'SAVEE', and emotion labels (`emotion`). A sample of five randomly selected 

rows from `df_savee` is displayed to confirm the correct extraction and organization of data. 
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Figure 4. Data Input SAVEE 

 

The code snippet (Figure 6)  integrates the CREMA-D dataset into the workflow by 

defining the directory containing the audio files, listing all files within it, and initializing lists 

to store file paths and corresponding emotions. It iterates over each file, appends the full file 

path to `file_path`, and maps parts of the filename to predefined emotion labels (`fatigue`, 

`angry`, `disgust`, `drowsiness`, `happy`, `neutral`, and `unknown`). A DataFrame `Crema_df` 

is created with columns for file paths, emotions, and durations (calculated using 

`librosa.get_duration`), and a dataset identifier column labeled 'CREMA-D'. A sample of the 

DataFrame is displayed to verify the data integration. 
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Figure 5. Data Input CREMA-D 

 

Data Visualization 

This code (Figure 7) segment utilizes Matplotlib and Seaborn to visually represent the 

characteristics of audio data stored in the DataFrame `df`. The first subplot (`axes[0]`) plots a 

stacked bar chart showing the distribution of audio files categorized by emotion and dataset. It 

groups the data by 'emotion' and 'dataset', computes the count of samples for each group, and 

stacks the bars to illustrate how emotions are distributed across different datasets. The second 

subplot (`axes[1]`) uses Seaborn's violin plot to display the distribution of audio sample 

durations (`duration`) across various emotions within each dataset. This plot provides insights 

into the range and distribution of audio durations for different emotional categories. Overall, 

these visualizations help in understanding both the categorical distribution and temporal 

characteristics of the audio dataset, aiding in further analysis and interpretation of the data. 
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Figure 6. Data Visualization one 

 

The ̀ show_audio` function in the provided code (Figure 8)  iterates through each unique 

emotion category in the DataFrame `df` and visualizes corresponding audio features including 

waveform, spectrogram with fundamental frequency, and Mel-frequency cepstral coefficients 

(MFCCs). It first filters `df` to select rows based on the current emotion, loads the audio file 

using Librosa, and plots these features on separate subplots within a single figure. This function 

facilitates the comprehensive exploration and understanding of audio characteristics associated 

with different emotions present in the dataset, aiding in both qualitative analysis and model 

development for emotion recognition tasks. 

 

 
Figure 7. Data Visualization Two 

 

Modelling 

This code snippet (Figure 9) utilizes the Keras library from TensorFlow to construct a 

Convolutional Neural Network (CNN) architecture for the purpose of classifying audio data, 

particularly for emotion recognition. The model comprises convolutional layers with ReLU 

activation, max-pooling layers for downsampling, batch normalization layers for stabilizing 

learning, and dropout layers for regularization to prevent overfitting. It also includes densely 

connected layers with ReLU activation and a softmax output layer for multi-class classification. 
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The model summary provides insights into the layer types, output shapes, and parameter 

counts, facilitating further compilation and training for specific classification tasks. 

 

 

 
Figure 8. Modelling 

 

Train a Neural Network Model 

The provided code (Figure 10) segment compiles a neural network model using `adam` 

optimizer, `sparse_categorical_crossentropy` loss function, and accuracy as the evaluation 

metric. It then sets up early stopping with a patience of 5 epochs to prevent overfitting and save 

the best model weights using a checkpoint mechanism. The `model.fit()` function trains the 

model using training data `X_train` and `y_train`, validating on `X_test` and `y_test`, with 20 
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epochs and a batch size of 32. During training, it utilizes callbacks `es` (EarlyStopping) and 

`mc` (ModelCheckpoint) to monitor validation loss, ensuring that the model stops training early 

if the validation loss does not improve after 5 epochs and saving only the best model weights 

based on validation loss. 

 
Figure 9. Train a Neural Network Model 

 

Display Model Accuracy 

The provided code snippet (Figure 11)  visualizes the training and validation 

performance metrics of a neural network model using Matplotlib. It creates a figure with two 

subplots: the first subplot plots the training and validation loss against epochs, helping to assess 

how well the model is minimizing its error during training and validation phases. The second 

subplot depicts the training and validation accuracy across epochs, showing how well the model 

is learning to classify the data correctly. These plots are essential for diagnosing potential issues 

such as overfitting or underfitting. After plotting, the code calculates predictions (`y_pred`) for 

the test set using the trained model and computes the accuracy score (`acc`) by comparing these 

predictions with the actual labels (`y_test`). This score quantitatively evaluates the model's 

performance on unseen data, providing insights into its effectiveness for classification tasks. 
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Figure 10. Display Model Accuracy 

 

Predicting the Labels of Test Data 

The provided code snippet (Figure 12)  performs two critical tasks for evaluating a 

classification model's performance. First, it generates a confusion matrix (`cm`) using the 

`confusion_matrix` function from scikit-learn, which compares the predicted labels (`y_pred`) 

against the actual labels (`y_test`) of the test dataset. This matrix visualizes the count of true 

positive, false positive, true negative, and false negative predictions for each emotion category, 

facilitating an assessment of the model's accuracy in classifying different emotions. Secondly, 

it utilizes Seaborn's `heatmap` function to display the confusion matrix as a color-coded grid, 

with annotations (`annot=True`) showing the exact count in each cell (`fmt='d'`). This 

visualization aids in identifying which emotions are most often confused with each other by 

the model. Additionally, the code prints a `classification_report` which provides 

comprehensive metrics including precision, recall, F1-score, and support for each emotion 

category. These metrics offer deeper insights into the model's overall performance and its 

ability to correctly classify emotions based on the provided dataset. 
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Figure 11. Predicting the Labels of Test Data 

 

Emotion Messages 

The code snippet (Figure 13) utilizes Google Colab's files.upload() function to allow 

users to upload audio files interactively. Once the file is uploaded, the script iterates through 

each uploaded file (uploaded.keys()), constructs the file path, and then calls a hypothetical 

function predict_emotion(path) to predict the emotion conveyed in the audio. The predicted 

emotion is then used to retrieve a corresponding message from the emotion_messages 

dictionary, which provides personalized feedback based on the predicted emotion. This 

workflow enables real-time emotion detection and feedback for uploaded audio files within the 

Google Colab environment.  

 

 

Figure 13. Emotion Messages 
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Sending WhatsApp Messages 

The script (Figure 14) is used to automate sending WhatsApp messages using Selenium 

WebDriver in Python. First, it prompts the user to input the recipient's phone number and the 

message to be sent. Then, it constructs a WhatsApp Web URL with the provided phone number 

and message. The WebDriver is used to open this WhatsApp Web URL, waits until the "Type 

a message" element appears using WebDriverWait, and then identifies the send button using 

XPath. Subsequently, it sends the message by clicking the appropriate send button. 

 

 
Figure 12. Sending WhatsApp Messages 

 

CONCLUSION 

This study concludes that integrating speech emotion detection into workplace safety 

systems significantly enhances safety by providing real-time insights into workers' emotional 

states, helping prevent accidents related to emotional stress and fatigue. The Convolutional 

Neural Network (CNN) classifier demonstrates superior accuracy compared to traditional 

methods like Support Vector Machines (SVM), validating its effectiveness for real-time 

emotion detection across a broad range of emotions including happiness, sadness, anger, and 

fear. However, the research exhibits limitations that necessitate future improvements, including 

expanding language capabilities to incorporate multiple languages such as Indonesian for 

broader applicability, optimizing detection algorithms to reduce training and detection time for 

faster real-time applications, and conducting extensive field testing by integrating the CNN-

based emotion detection classifier into real-world work safety systems to provide practical 

insights into performance and identify areas for further improvement. 
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