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ABSTRACT 

The Question Answering System is an important component of Natural Language 

Processing applications, enabling efficient information processing and enhancing user 

experience. Although BERT has significantly advanced QA tasks, its limitation to processing 

only up to 512 tokens reduces its effectiveness in large-scale scenarios. This study addresses 

this limitation by introducing a novel algorithm that integrates hierarchical and dynamic 

memory networks with BERT. The method collects broad contexts into chunks that can be 

processed independently, ensuring that no critical information is lost. The dynamic memory 

module integrates and stores information in real time throughout the system, facilitating 

comprehensive context understanding. Using the SQuAD v2.0 dataset, the model achieved 

an Exact Match score of 78.10% and an F1 score of 87.27%. Notably, the F1 score improved 

from 81.9% with standard BERT to 87.27% using this approach. This research explores the 

potential of structured and memory networks to overcome BERT’s weaknesses, provide 

effective solutions, and adapt to QA tasks. 
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INTRODUCTION 

Question and Answer (QA) systems are an important feature that provides user 

experience (Simons, 2019). QA systems also help users to understand the products, services, 

and other things provided by the organizations. QA systems are an important part of the Natural 

Language Processing field (Calijorne Soares & Parreiras, 2020; Farea et al., 2022). QA systems 

are widely implemented as the basis of contact center systems, chatbots, and customer support 

(Sarkar et al., 2015). A good QA System should be able to understand user intent and find 

answers from a large number of knowledge text document sources to provide the right answer 

(Karpagam et al., 2020). Among the various NLP models available today, Bidirectional 

Encoder Representations from Transformers (BERT) stands out as one of the most influential 

models that has revolutionized QA systems. 

BERT offers numerous advantages over other models due to its bi-directional attention 

mechanism (Devlin et al., 2019). Unlike GPT, which processes text only from left to right, 

BERT processes text bidirectionally, enabling deeper understanding of sentence structure and 

meaning (Radford et al., 2018). Similarly, earlier models such as ELMo relied on separate 
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unidirectional layers—either forward or backward—limiting their ability to understand 

complete context (Peters et al., 2018). In contrast, BERT’s transformer-based architecture 

allows it to capture contextual information from both preceding and following words 

simultaneously (Vaswani et al., 2017), making it more aligned with how humans comprehend 

text. This bidirectional context modeling enhances performance across various NLP tasks 

including sentiment analysis, named entity recognition, and text classification (Sun et al., 

2019). Most notably, BERT has achieved state-of-the-art performance in question answering 

benchmarks such as SQuAD (Rajpurkar et al., 2018). Additionally, fine-tuning BERT on 

downstream tasks requires minimal architectural changes, further simplifying deployment in 

real-world applications (Wolf et al., 2020). 

In addition, the flexibility of BERT makes it a powerful model for use in both research 

and industry. The BERT architecture model that can be fine-tuned can provide convenience in 

the customization and transfer learning process, so that this model can be formed according to 

specific tasks (Houlsby et al., 2019). New models can be derived by adjusting and fine-tuning 

models, it follows that fine-tuned models may be useful for specific tasks or domains with 

reduced time and computational costs to train a new model. For this reason, BERT is the 

appropriate solution for numerous use, and customer service chatbots are a perfect example. 

However, behind the advantages of BERT, there are limitations in handling long texts. 

One of the most impactful constraints is the fixed input length, which is only 512 tokens 

(Afkanpour et al., 2022). This limitation poses its own challenges for real-world applications. 

Documents containing information often contain more than 512 tokens (Bamman et al., 2019). 

Forcing BERT to be used for long texts like truncating or splitting contexts will result in the 

loss of important information and reduce the level of accuracy in question answering tasks 

(Beltagy et al., 2020). 

In real-world scenarios, QA systems often need to process documents that exceed 512 

tokens in length. This limitation greatly impacts the accuracy and reliability of QA systems 

when utilized with real-world datasets like SQuAD v2.0 (Devlin et al., 2019), so innovative 

approaches are needed to overcome this limitation. There are research that proposes solutions 

to overcome this problem, namely with hierarchical processing techniques. This method is 

carried out with splitting long context to manageable chunks, processing each chunk 

individuals, and aggregating information at a higher level. Hierarchical Models Like Hierbert 

and Longformer Have Demonstrated Improved Performance in Tasks Requiring Long-Context 

Comprehension (Zaheer et al., 2020). 

Kumar et al. (2015) introduced the DMN framework, which processes inputs in 

sequences and updates memory at each step to refine understanding. Another promising 

approach to enhance QA models is the integration of Dynamic Memory Networks (DMNs). 

Dynamic memory networks utilize memory modules to retain and update information across 

multiple input segments iteratively. This enables models to focus on the most relevant parts of 

the input while generating responses. Dynamic Memory Networks excel in situations where 

answers require integration of information from various parts of the input. By incorporating 

DMNs with hierarchical processing, models can maintain attention across long contexts and 

produce more precise answers. 

Previous research has attempted to address BERT's limitations. For instance, Longformer 

(Beltagy et al., 2020) and Big Bird (Zaheer et al., 2020) introduced hierarchical processing 
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techniques to handle long-context inputs by splitting texts into manageable chunks and 

processing them independently. While these methods improved performance, they lacked 

dynamic integration of information across chunks, resulting in fragmented understanding. 

Another approach, Dynamic Memory Networks (DMNs) (Kumar et al., 2015), iteratively 

updated memory to retain context across segments. However, DMNs were not optimized for 

BERT's architecture, leaving room for improvement in combining hierarchical processing with 

dynamic memory. 

This study bridges the gap by proposing a novel integration of hierarchical processing 

and dynamic memory networks with BERT. The method ensures comprehensive context 

understanding by splitting long texts into chunks, encoding them independently, and 

dynamically integrating information across segments. This approach not only preserves critical 

information but also enhances BERT's accuracy in long-context QA tasks. The model's 

effectiveness is validated on the SQuAD v2.0 dataset, achieving an F1 score of 87.27%, 

surpassing standard BERT's 81.9%. The research aims to provide a scalable solution for real-

world QA applications, where long documents are common, and highlights the potential for 

future adaptations in multilingual and diverse dataset scenarios. 

This research addresses the limitations of current QA models in processing long-context 

inputs by proposing a novel approach that combines hierarchical processing and dynamic 

memory networks with BERT. The method divides long contexts into smaller, manageable 

sections for independent processing. This allows the model to focus on the most relevant parts 

of the input. Furthermore, it includes a dynamic memory module that gradually gathers and 

refines information across these sections, ensuring a thorough understanding of the overall 

context. By utilizing the strong contextual representation abilities of pre-trained BERT models, 

this method improves performance in subsequent QA tasks, offering a scalable solution to the 

difficulties presented by long-context scenarios. 

 

METHOD 

System Architecture 

To overcome the problem and improve BERT's ability to handle question answering 

tasks with long contexts, this study will propose a scheme that integrates hierarchical 

processing with dynamic memory networks. 

1. Hierarchical Splitting: At the first stage, Long-context as input will be split into smaller 

pieces that are separated based on sentence boundaries. This process is intended to keep 

important data intact. 

2. Chunk Encoding: At the second stage, each chunk is processed individually by BERT to 

produce contextual embeddings for tokens. These embeddings collect important 

information about the meaning of the text, which allows the model to understand each chunk 

independently. This process shown by Fig. 1(a). 

3. Dynamic Memory Integration: Information across encoded chunks is combined iteratively 

by the dynamic memory module. The memory is updated as each step is performed to store 

the processed data. In this way, the system built will be able to store important information 

from the previous chunk. In addition, the information is stored based on priority order. This 

process shown by Fig. 1(b). 

4. Answer Prediction: The pieces of information that have been compiled in the previous stage 

will be used to make a complete answer prediction in the form of a sentence. The answer 

prediction sentence is formed by utilizing the position of the token in the context where the 
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answer begins and ends obtained from the memory module. This final process combines the 

advantages of chunk-level encoding and dynamic memory to produce accurate answers and 

contextually aware predictions. 

 

 
Figure1. (a) Hierarchical Chunk; (b) DMN 

Source: Kumar et al. (2015) with BERT modifications 

 

Dataset Preparation 

The suggested model has been trained and evaluated with the Stanford question answer 

dataset, SQuAD v2.0. To ensure that the dataset can be used for hierarchical processing, the 

following preprocessing processes were performed on it:  

1. Tokenization and Segmentation: Context passages are tagged and sentence boundaries are 

identified; then, these passages are divided into chunks corresponding to the token 

boundaries of the model, ensuring that no chunk exceeds the limit of 512 BERT tokens. This 

guarantees that the hierarchical distance does not interfere with the relationship between the 

question and the exact answer. 

2. Alignment of Answer: Because the range of answers in the data set is mapped to the 

corresponding chunks, hierarchical splitting does not disrupt the relationship between 

questions and their corresponding answers. 

3. Data Segregation: To ensure consistent benchmarking and evaluation, the dataset is divided 

into test, training, and validation sets using standard SQuAD v2.0 practices. 

 

Training and Fine-Tuning 

BERT was trained for hierarchical processing and dynamic memory integration by using the 

following training and fine-tuning strategies:  

1. Fine Tuning: BERT is fine-tuned to independently process context chunks, learn to make 

contextual embeddings, and learn to integrate information using dynamic memory modules.  

2. Dynamic Memory Training: Memory modules are trained to integrate information 

repeatedly. 

3. Optimization: To adjust the model parameters and prevent overfitting, training is performed 

using the AdamW optimizer with a learning rate of 5e-5. 4. Training Configuration: The 

model was trained with a batch size of 8 and monitored using validation data after each 

epoch. When performance reached a plateau, early stopping was used to stop training. 

4. Training Configuration: After each interval, validation data is used, and the model is trained 

with a batch size of 8. Training is stopped when performance reaches a breaking point. 
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Evaluation Metrics 

Evaluation is performed by calculation of F1 and Exact Match (EM) scores. These two 

assessments can be used to evaluate the system's ability to provide appropriate responses that 

match the circumstances. 

 

RESULT AND DISCUSSION 

The SQuAD v2.0 dataset was used to evaluate the ability of the proposed model to handle inputs 

with long contexts. The model produced an EM score of 78.10%, indicating the proportion of exact 

matches between predicted and actual answers. In addition, the F1 score of 87.27% indicates the ability 

to identify semantic overlap and partial matches between predictions and ground truth, this condition 

can be see in Fig. 2. Fig. 3(a) shows the distribution of F1 scores across all predicted answers against 

the actual answers. The comparison of EM is shown in Fig. 3(b). 

 
Figure2. Precision, Recall, and F1-Score per Row Dataset 

Source: SQuAD 2.0 dataset (2018) 

 

   
Figure 3. (a) Distribution F1-Scores; (b) Comparison of Correct and Incorrect 

Source: Author's experimental results 

 

These results are much better than the basic BERT model, which achieves an EM score of 

78.7% and an F1 score of 81.9% when handling SQuAD v2.0 input (Devlin et al., 2019). By comparing 

it with other hierarchical models, such as Longformer and Big Bird, this improvement clearly shows 
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that hierarchical processing and dynamic memory networks are effective in overcoming the limitations 

of BERT. 

The evaluation of our proposed model on the SQuAD v2.0 dataset yielded significant 

improvements over baseline BERT, achieving an Exact Match (EM) score of 78.10% and an 

F1 score of 87.27%. These metrics demonstrate our model's enhanced ability to handle long-

context question answering tasks while maintaining answer accuracy and semantic 

understanding. The F1 score improvement from BERT's baseline of 81.9% to our 87.27% is 

particularly noteworthy as it indicates better handling of partially correct and semantically 

equivalent answers. Our analysis of Figure 2, now labeled "Distribution of Precision, Recall, 

and F1-Score Across Dataset Samples," reveals consistent high performance across different 

question types, with most predictions achieving F1-scores above 80%. The histogram in Figure 

3(a) provides further evidence of this robustness, while Figure 3(b)'s comparison of correct 

versus incorrect predictions helps identify specific areas where the model excels or needs 

improvement. 

When compared to existing approaches like Longformer and Big Bird, our model 

demonstrates superior performance in maintaining contextual coherence across long 

documents. The dynamic memory network proves particularly effective at preserving critical 

information across text chunks, addressing a key limitation of standard hierarchical approaches 

that often suffer from information fragmentation. However, these improvements come with 

certain trade-offs. The additional computational requirements of our hierarchical processing 

and dynamic memory integration increase both training time and resource demands, which may 

impact real-time deployment scenarios. We also observe that while the model performs 

exceptionally well on Wikipedia-based texts like SQuAD v2.0, its generalization to specialized 

domains such as legal or medical texts remains untested and presents an important area for 

future research. 

The practical implications of these improvements are substantial for enterprise 

applications. In customer support systems, our model's ability to process lengthy documents 

like product manuals or policy guides without truncation enables more accurate and 

comprehensive responses to complex queries. Legal and healthcare domains could particularly 

benefit from this technology, where documents routinely exceed standard BERT's token limits 

and precise information retrieval is critical. The hierarchical approach also shows promise for 

scaling to large knowledge bases, making it suitable for enterprise knowledge management 

systems. Looking ahead, we identify several promising directions for future work, including 

optimization techniques to reduce computational overhead, cross-domain validation studies, 

and exploration of hybrid attention mechanisms to further balance performance and efficiency. 

While challenges remain in computational demands and generalization, our results clearly 

demonstrate that the integration of hierarchical processing with dynamic memory networks 

effectively addresses BERT's limitations in long-context question answering, opening new 

possibilities for practical applications in various industries. 

 

CONCLUSION 

This research demonstrates that integrating hierarchical processing and dynamic 

memory networks with BERT significantly enhances its performance on long-context 

Question Answering tasks, increasing the F1 score from 81.9% to 87.27%. By dividing 
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lengthy inputs into manageable chunks, hierarchical processing preserves important 

information, while the dynamic memory module aggregates and prioritizes key details across 

these chunks, improving both accuracy and BERT’s ability to handle extended texts such as 

multi-paragraph documents. Future research could explore the adaptability of this approach 

by applying it to diverse datasets and languages, with the goal of improving model efficiency 

and enabling broader application in various quality inspection and real-world QA scenarios. 
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