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ABSTRACT 

Employee turnover presents a significant challenge in Human Resources, particularly for 

companies operating across broad geographic areas such as Indonesia. High turnover rates 

can disrupt organizational continuity, increase recruitment costs, and affect overall 

performance. To mitigate these impacts, companies need to predict employee turnover 

likelihood accurately. This study uses the Orange Data Mining platform to compare the 

effectiveness of various machine learning models in predicting employee turnover. The 

models evaluated in this research include Support Vector Machine (SVM), Naive Bayes, K-

Nearest Neighbors (K-NN), Neural Network, Decision Tree, and Logistic Regression. 

Model performance was assessed using cross-validation, Receiver Operating Characteristic 

(ROC) analysis, and confusion matrix metrics such as precision, recall, and false positives. 

The findings reveal that the Naive Bayes model outperforms the other models, 

demonstrating the highest precision rate and the lowest false positive rate. These results 

suggest that Naive Bayes offers a reliable and efficient approach to turnover prediction, 

enabling Human Resource departments to implement proactive retention strategies. This 

study implies that data-driven decision-making in HR analytics can substantially improve 

workforce planning and reduce the operational costs associated with high turnover. 
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INTRODUCTION 

 

Company X is a national company whose working area covers the entire 

territory of Indonesia and makes its employees must be ready to be placed or 

assigned throughout Indonesia from Sabang to Merauke (Obinna et al., 2022). In 

this condition, many employees can survive, but not a few who apply for transfer 

and even resign, thus increasing the turnover rate. Turnover is the tendency of 

https://greenpublisher.id/
http://sosains.greenvest.co.id/index.php/sosains
https://creativecommons.org/licenses/by-sa/4.0/


Thomas Wigung Aji Prayitna, Imam Yuadi 

Implementation of Orange Data Mining for Employee Turnover Prediction of 
Company X 5204 

employees to leave their current job and seek employment elsewhere (Mardiani et 

al., 2023). Turnover can be permanent when employees leave the institution where 

they work, or it can be characterized by horizontal mobility when employees seek 

or receive transfers to other departments (Maulidah, Supriyadi, et al., 2021). 

Turnover can cause various problems in the company if not addressed 

immediately (Schreiber-Gregory & N, 2018). Losing highly skilled employees can 

have disruptive implications for the organization, such as disruption of 

organizational functions, service delivery, and administration (Safitri et al., 2023). 

This is particularly detrimental to organizations as they are challenged to find 

suitable replacements (Irawan et al., 2020). In the process of employee turnover, 

resources are needed in the form of costs for recruiting new employees and costs 

for education and training until the employee can have the appropriate 

competencies (Ike et al., 2023). In addition to requiring costs, the employee 

turnover process also requires time that is not instantaneous (Bothma et al., 2013). 

Given its detrimental impact on the company, turnover needs to be addressed by 

predicting the possibility of turnover of each employee with historical data 

(Rangiwai et al., 2022). The results of predicting employee turnover can then be the 

basis for human resource management to develop programs or provide treatment to 

related employees, so that the possibility of turnover can be reduced 

(Mukhopadhyay et al., 2020).  

Predictive analysis of employee turnover can be done with Orange Data 

Mining tools (Setyohadi et al., 2018). Orange is a comprehensive component-based 

framework for machine learning and data mining (Sari, Safitri, et al., 2023). Orange 

has been used in science, industry, and learning (Ghazi et al., 2021). So far, 

predictive models with Orange Data Mining tools are widely used in the fields of 

health, education and economics (Matondang et al., 2018). While predictive models 

in the Human Resources field, especially turnover prediction, are still minimal 

(Santoso & C, 2023).    

Previous research conducted by Maulidah, N, et al. (2021) used Support 

Vector Machine (SVM) and Naive Bayes to predict diabetes mellitus; the results 

showed that the SVM model could provide better accuracy. Another study was 

conducted by Dinda Safitri et al in 2023 which used the Naive Bayes, K-NN and 

Neural Network models to predict student graduation, and the results showed that 

K-NN was able (Muharrom, 2023) to provide the best accuracy. The last research 

that became a reference was conducted by Tri Kartika Sari and Imam Yuadi in 

2023, which used four models, namely K-NN, Decision Tree, Naive Bayes, and 

Logistic Regression, to predict the nutritional status of toddlers and showed that the 

K-NN model had the best performance (Wahyuni, 2022). Based on previous 

research, this study will compare the performance of six methods, namely SVM, 

Naive Bayes, K-NN, Neural Network, Decision Tree, and Logistic Regression, and 

make predictions on testing data using the best method. Cross-validation, ROC 

analysis, and confusion matrix methods were used to test the performance of each 

prediction model (Sari, D., et al., 2023). 

The results of this research are expected to make a practical contribution to 

Company Management, especially HR Managers, by predicting employee turnover 
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and then developing the most appropriate retention program to retain the best 

employees and reduce turnover rates. 

 

RESEARCH METHOD 

 

The research process and methods are shown in Figure 1 below:  

 
Figure 1. Research Methods 

Identification 

This is the first stage carried out and is used to explore existing problems as 

a basis for setting the objectives of data analysis and subsequent processes. At this 

stage, it was found that high employee turnover rates were a problem, so a model 

was needed to predict employee turnover in the future as a management 

consideration in developing employee retention programs. 

Data Collection 

Data collection was conducted in one of the Company X units whose working 

area covers West Nusa Tenggara (NTB) Province (Yang, Thu Hue, et al., 2024). 

This unit was chosen because it manages all of Company X's business processes 

from upstream to downstream, so it represents Company X as a whole. The 

Company X unit in NTB has 867 employees so that the data will be divided into 

training and testing data. Training data is taken from as many as 80% or 694 

employees. In this training data, there is a turnover column, a prediction target with 

records 0 (no turn) and 1 (turn). The testing data is 20%, or 173 employees. In this 

testing data, there is no turnover column. 

To perform data analysis, data is needed in the form of basic employee data 

and other attribute data commonly used as a reason for turnover. Basic employee 

data in the form of (1) NIP; (2) Name; (3) Position; (4) Unit; (5) Grade; (6) Position 

Level; (7) Status / History of Structural Position; (8) Education Level; (9) Period of 

Service; (10) Last Position Period; (11) Gender; (12) Marital Status and (13) 

Number of family members who are still covered. Basic employee data is secondary 

data that can be obtained from the HR department, while other data needed are 

attributes that are often used as reasons for turnover, namely: (1) Whether living in 

homebase; (2) Whether living with nuclear family; (3) Spouse's employment status 

and (4) Health condition. The following additional data is primary data collected 

through a questionnaire distributed to all employees online through Google Forms. 

Preprocessing Data 
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The collected data is merged into one dataset, and data cleansing and 

visualization are carried out. This process ensures that no data is missing or empty 

and that the data is consistent. 

The results of data preprocessing showed no empty data and a consistent data 

format, so the dataset can be processed further in the data mining process and model 

testing. 

The data preprocessing stage is also used to separate the dataset into training 

data and testing data.  

Data Mining and Data Testing 

Data mining and model testing were carried out with Orange Data Mining 

using six models based on previous research as references, namely as follows: (1) 

SVM, (2) Naive Bayes, (3) K-NN, (4) Neural Network, (5) Decision Tree and (6) 

Logistic Regression. 

This process begins by importing training data files in the Orange Data 

Mining application through the File widget, then selecting attributes through the 

Select Columns widget. Select Columns determines attributes that will become 

Features (independent variables) and Targets (dependent variables).  

The feature attributes are Position, Grade, Position Level, Structural, 

Education Level, Period of Service, Last Position Period, Gender, Marital Status, 

Number of Dependents, Living in Homebase, Living with Immediate Family, 

Spouse Employment Status, and Health Condition. The attribute that becomes the 

Target is Turnover. The NIP and Name attributes become meta or additional 

information that has no effect on the decision or target. 

 

The column selection process is shown in Figure 2 below: 

 
Figure 2. Widget Select Columns 

The following process creates a widget design to correlate the dataset with 

the model and prediction functions. The widget design is shown in Figure 3. 
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Figure 3. Widget Design 

 

Evaluation 

The performance evaluation of each data analysis model is done by 

comparing models through the Test and Score widget in the Orange Data Mining 

application. 

 
Figure 4. Performance comparison between models 

 

 

RESULT AND DISCUSSION 

 

To get the best model for predicting employee turnover based on the 

historical data of the NTB Unit of Company X, each model's performance is 

measured using Cross Validation, ROC Analysis, and a Confusion Matrix. The 

performance evaluation between these models results in the best model, which is 

then recommended to the company management for use as a turnover prediction 

model. 

 

Cross Validation 

This cross-validation testing is done through the Test and Score Widget with 

the following results: 
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Figure 5. Cross-validation test results 

 

Based on the cross-validation test results, the Neural Network model has the 

best performance in terms of AUC and CA, which is 0.955 for AUC and 0.951 for 

CA. Meanwhile, the Logistic Regression model has the best performance in terms 

of F1 (0.959), Precision (0.960), Recall (0.963), and MCC (0.705). 

ROC Analysis 

ROC Analysis testing compares the accuracy between models in predicting 

binary classification. This test is done with the ROC Analysis widget in the Orange 

Data Mining application with the following results: 

 
Figure 6. ROC Analysis 0 (no turn) 

 
Figure 7. ROC Analysis 1 (turn) 

 

In ROC Analysis, the curve close to 1 is the model that provides the best 

accuracy. The following ROC Analysis results show that there are four curves close 

to 1: the blue curve (SVM), pink curve (Neural Network), orange curve (Naive 

Bayes), and yellow curve (Logistic Regression). So, it can be concluded that the 
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SVM, Naive Bayes, Neural Network, and Logistic Regression models can provide 

the best accuracy. 

Confusion Matrix 

This test was conducted with the Confusion Matrix widget in the Orange 

Data Mining application. The following is a comparison of the Confusion Matrix 

test results against the six prediction models above: 

 
Figure 8. Confusion Matrix test results 

 

The Confusion Matrix test results for each prediction model are as follows: 

 
Figure 9. SVM testing results for the Confusion Matrix 

 

 
 

Naive Bayes 

 
Figure 10. Naive Bayes testing results for the Confusion Matrix 
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kNN 

 
Figure 11. kNN testing results for the Confusion Matrix 

 

 
 

Neural Network 

 
Figure 12. Neural Network Testing Results for the Confusion Matrix 

 

 
 

 

Decision Tree 
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Figure 13. Decision Tree testing results for the Confusion Matrix 

 

 
 

Logistic Regression 

 
Figure 14. Logistic Regression testing results for the Confusion Matrix 

 

 
 

Based on the comprehensive evaluation of six machine learning models—

SVM, Naive Bayes, K-Nearest Neighbors (K-NN), Neural Network, Decision Tree, 

and Logistic Regression—using three evaluation techniques (Cross Validation, 

ROC Analysis, and Confusion Matrix), this study identified the most optimal model 

for predicting employee turnover in the NTB Unit of Company X. 

The Cross Validation test indicated that the Neural Network model achieved 

the highest AUC (0.955) and Classification Accuracy (CA) (0.951), while Logistic 

Regression performed best in terms of F1-score (0.959), Precision (0.960), Recall 

(0.963), and MCC (0.705). Meanwhile, the ROC Analysis revealed that the SVM, 

Naive Bayes, Neural Network, and Logistic Regression models demonstrated ROC 
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curves approaching 1, indicating superior predictive accuracy for binary 

classification problems (Rahadi, 2021; Rozarie & Indonesia, 2017; Siswati et al., 

2024; Tjendra, 2019; Yang, Y, et al., 2024). 

Although each model showed varying strengths in the Confusion Matrix, 

Naive Bayes demonstrated balanced performance with minimal false positives. 

This makes it particularly valuable in HR contexts where overestimating turnover 

risks can lead to unnecessary interventions. The consistency of its precision and 

overall accuracy across metrics makes it the most practical choice for deployment. 

 

CONCLUSION 

 

Based on model testing using cross validation, ROC analysis and Confusion 

Matrix, it can be concluded that the Naive Bayes model is the best model for 

predicting employee turnover in the NTB Unit of Company X.  This conclusion 

has several reasons, firstly based on the Cross Validation Test, the Naive Bayes 

model only has a gap of 0.029 with the Logistic Regression model. The second 

reason is based on ROC analysis; the Naive Bayes model is one of the models 

whose curve is close to 1, so it can provide good accuracy. Finally, based on 

confusion matrix testing, Naive Bayes shows the highest precision rate of 97.44% 

and the lowest False Positive rate of 15.  In the case of employee turnover 

prediction, the best model is the one that can provide the best precision and 

minimize false positives. 
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