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ABSTRACT 

As a result of growing digital technologies in the financial sector, the traditional slow 
lending process is being replaced by fast and easy digital lending systems that can make 
decisions in real time. Both lenders and borrowers have experienced the benefits of digital 
lending, the activities of microfinance institutions have expanded rapidly and the volume 
of digital microloans has increased significantly worldwide, including Mongolia. At the 
same time with the growing volume of digital microloans in Mongolia, the rationality of 
credit risk management has been becoming more critical. Credit quality is the most 
important factor in optimal credit risk management. It depends on determining the 
customer's creditworthiness and making accurate credit decisions. This research focuses on 
a credit scoring system to improve the digital loan evaluation system of the Mongolian 
microfinance institute. This study aims to contribute to the development of possible credit 
scoring systems for Mongolian microfinance institutions by comparing several machine-
learning approaches based on loan datasets of a non-banking microfinance institute in 
Mongolia. The result shows the ensemble methods Random Forest and XGBoost Tree's 
accuracies are higher than other machine learning models for the microloan borrowers' 
repayment status prediction. 
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INTRODUCTION 

Due to the rapid development of technology, many types of digital services 

have emerged in the financial sector creating a lot of opportunities for financial 

institutions to deliver higher-quality services to their customers quickly and easily. 

Among financial services, digital lending services are rapidly developing and many 
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digital lending platforms are being introduced from banks and microfinance 

institutions. Allied Marketing Research estimated the global digital lending market 

value as $12.6 billion in 2022 and forecasts that the market will reach $71.8 billion 

by 2032 (Pradeep R., 2023).  

Pradeep (2023) defined it as a digital platform for providing customers with 

loans and credit without needing in-person interactions. It has become increasingly 

popular in recent years due to advancements in technology. In terms of borrowers 

and customers, it can offer a more convenient service for them with faster approval 

times and reduced paperwork (Pradeep R., 2023).  

Along with the expansion of the digital lending market, the volume of 

microloans is growing fast, since most microloans are offered by digital lending. 

So, there is still a risk that borrowers will be burdened with debt, and the quality of 

the loan portfolio of financial institutions will deteriorate in the long term in 

Mongolia. Financial institutions can improve their credit decision with data-driven 

digital experiences. Credit scoring systems play an important role in the credit 

decisions of financial institutes. Credit scoring is used to evaluate an individual's 

creditworthiness and determine whether an individual's application is approved or 

rejected (Thomas Lyn, 2017). Nowadays, the use of machine learning approaches 

in credit scoring systems becoming more popular and improving credit decision 

quality (Bhilare, 2018), (Pan, 2021), (Anil Kumar, 2021).     

In Mongolia, as a result of the effect of fintech service, the volume of digital 

microloans of nonbank financial institutions(NBFI) has significantly increased and 

a total of thirty-seven NBFIs provide digital lending services. According to the Fi-

nancial Market Review report, the total digital loan portfolio of Mongolian non-

banking financial institutes’ has reached 461.0 billion MNT in 2022 which is a 1.5-

fold increase from 2021. This amount is 17% of the total loan portfolio and 79% of 

the total number of borrowers of Mongolia’s NBFIs. This indicates that 79% of all 

NBFC customers are digital loan borrowers and its portfolio will grow further (Fi-

nancial Regulatory Commission, 2022). Although digital lending demand has 

grown fast, financial institutes must be aware of the risk of increased debt burden 

and the deterioration of the quality of the loan portfolio. In 2021, 5.6% of the digital 

loan portfolio was categorized as attention and non-performing loans, but this 

amount has increased to 10.0% in 2022. (Financial Regulatory Commission, 2022). 

Although the risk of digital credit is at the attention of the regulatory body 

and the Financial Regulatory Commission of Mongolia has issued some regulations 

on digital credit services, the monitoring of implementation and setting the right 

requirements for digital borrowers is still not enough. Solving this issue has been 

becoming more and more important for the NBFIs. For Mongolia’s NBFIs, the use 

of the credit scoring model for credit risk management is relatively weak, and 

insufficient requirements for borrowers affect credit risk. The solution to reducing 

the risk of digital credit is to improve the digital lending evaluation system to treat 

customers equally and assess their creditworthiness. There is a lack of studies re-

lated to credit scoring in the case of the Mongolian microfinance environment. 

Therefore, the purpose of this research is to develop possible credit scoring systems 

by comparing several machine learning models based on microloan datasets of a 

non-banking financing institute in Mongolia.  
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There are numerous of literature on credit scoring (Apostolos Ampountolas, 

2021), (Pan, 2021), (Bhilare, 2018), (Gernmanno Teles, 2020). Apostolos et al. 

(2021) demonstrated that off-the-shelf multi-class classifiers can perform at 

classifying borrowers' various credit categories. The researchers conducted this 

study for borrowers of a micro-lending organization. Yi Wu et al. (2021) demon-

strated that a logistic regression method is more fits to the credit evaluation model 

for individual customers. Bhilare (2018) conducted an empirical analysis and 

compared ensemble tree learning techniques with a base decision tree. The results 

suggested that ensemble models show the better performance than individual 

models. Gernmanno (2020) compared the results between fuzzy sets and artificial 

neural network models. The researchers pointed out that the fuzzy logic approach 

is more accurate in modeling uncertainty. 

There are very few studies on credit scoring that use machine learning models 

on microfinance digital lending services in Mongolia. (Ganbat M., 2021) predicts 

an individual’s credit risk by applying the empirical data using logistic regression. 

The researchers predicted a borrower’s credit risk based on psychological factors 

such as self-discipline, diligence, selflessness, and cost-effective decision-making, 

etc.  

In this research, we used a Mongolian nonbanking finance institute’s borrow-

ers’ dataset. From the dataset, we initially extracted 37 possible features and exam-

ined them to select optimal features. After the feature selection process, a total of 

15 explanatory variables which are customers' general and credit history data, and 

1 response variable are chosen for the scoring model. We compared ten classifica-

tion models with highly predictive accuracy that are used by researchers (Keramati, 

2011). Among these models, XGBoost Tree(76.13), Random Forest(75.40), 

CHAID (70.33), and Random Tree (70.06) methods have 70% higher accuracy and 

we discussed the detailed results of these for classifiers in our research. All of these 

models are tree-based models and it might be because our dataset has many cate-

gorical features. The top two methods were the XGBoost Tree and Random Forest 

models which are ensemble methods. Therefore, it is shown that the ensemble 

methods have better performance in terms of microloan.     

The remainder of this paper is structured as follows. The literature review 

section presents the theoretical background of the credit scoring and machine learn-

ing models and reviews the related literature; the Data and Methodology section 

describes the data and methodologies used in this study, followed by the Result 

section in which detailed results are explained, finally, Discussion & Conclusion 

section. 

 

Literature Review 

In 1956, engineer William Fair and mathematician Earl Isaac introduced a 

new branch of research into science by developing an algorithm for making 

predictions about borrower behavior. They have developed a 2-page scorecard 

containing borrower information (Poon, 2007). In the recent, there are various stud-

ies have introduced for credit scoring (Apostolos Ampountolas, 2021), (Anil Ku-

mar, 2021) (Pan, 2021), (Bhilare, 2018), (Gernmanno Teles, 2020). Keramati & 

Yousefi (2011) proposed data mining classification techniques in credit scoring and 
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identified parametric and non-parametric methods. (Anil Kumar, 2021) presented 

the various machine learning algorithms that rural borrowers. Apostolos et al. 

(2021) compared several models and showed that standard multi-class classifiers 

work well in classifying various credit categories of customers. The researchers 

conducted their study in a micro-lending organization in which there is a lack of 

data related to customer creditworthiness. Gernmanno (2020) compared the results 

between fuzzy sets and artificial neural network models. The researchers pointed 

out that the fuzzy logic approach is more accurate in modeling uncertainty. An-

Hsing Chang (2022) built the credit scoring model for peer-to-peer loans by using 

an artificial neural network approach. Several studies demonstrate that ensemble 

methods predict better than individual models (Bhilare, 2018) (Breiman, 2001) 

(Munkhdalai L., 2019). Bhilare (2018) conducted an empirical analysis and 

compared ensemble tree learning techniques with a basic decision tree. The results 

of this study showed that the ensemble models predict higher prediction accuracy 

than individual models. The existing literature suggests that several classification 

models are proven with good performance for prediction such as Decision tree 

(Bhilare, 2018), Ensemble methods such as XGBoost, Random Forest (Bhilare, 

2018)), Logistic regression (Pan, 2021), (Ganbat M., 2021), Neural network(NN) 

(Chang A.H., 2022), Bayesian network (Germanno Teles, 2020), and Support 

vector machine (J. Vaidya, 2007).  

There are few studies related to credit scoring using machine learning for the 

case of microfinance digital lending in Mongolia. (Ganbat M., 2021) predicted an 

individual’s credit risk using logistic regression based on empirical data. The re-

searcher used customers’ psychological data such as self-discipline, diligence, self-

lessness, cost-effective decision-making, etc. 

The result of the research shows that the tree-based classification models 

XGBoost (extreme gradient boosting method), Random Tree, Random Forest, and 

CHAID models perform the predictions with higher accuracies in our dataset. We 

briefly reviewed some of these machine-learning models below. 

 Decision trees are non-parametric supervised learning algorithms. A hierar-

chical tree structure consists of root nodes, branches, internal nodes, and leaf nodes. 

The ensemble method constructs more than one decision tree. An ensemble method 

XGBoost or Extreme Gradient Boosting method which is was proposed by Chen 

and Guestrin (2016). It is a gradient algorithm based on scalable tree boosting. 

Boosting trees are built into regression and classification trees while optimizing the 

prediction result.  

The Random Forest classifier is also an ensemble algorithm of decision trees 

wherein each tree depends on randomly selected samples trained independently, 

with a similar distribution for all the trees in the forest (Breiman, 2001). Thus, a 

random forest is a classifier containing a collection of tree-structured classifiers, 

which reduces overfitting and increases overall accuracy (Geurts, 2006). A random 

forest classifier is a special type of bootstrap that builds multiple decision trees by 

repeatedly resampling and permuting the training data and voting on a consensus 

prediction.  

Random Trees is a tree-based classification and prediction method based on 

the Classification and Regression Tree methodology (Loh, 2011). A random tree 
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randomly selects a certain number of predictors and uses the best one from the se-

lection to split the nodes. Each tree in the random tree is fully grown until each leaf 

node has one record. Therefore, the depth of the tree can be very large.  

One of the tee-based classification methods is CHAID(Chi-squared Auto-

matic Interaction Detection) uses chi-square statistics for optimal splits to achieve 

the best outcome for the target variable (Gilbert, 2013). 

 

RESEARCH METHOD 

Data Collection 

We conducted our study using the microloan borrowers’ dataset of nonbank-

ing finance institutes in Mongolia. Initially, we extracted 12450 borrowers’ data. In 

the data preparation stage, we analyzed and cleaned data, and a total of 6947 cus-

tomer data remained for model building.  

 

Feature Selection 

From the NBFI’s database, we initially extracted 37 possible variables and 

excluded the variables that were not relevant to our research and with a low ability 

to explain the response variable. Moreover, we eliminated the features that have a 

high positive linear correlation between the variables. It helps to remove the con-

founding effect which is a result of the presence of multicollinearity. The presence 

of the multicollinearity leads to the models’ overfitting or underfitting where a 

small change in the data leads to a drastic effect on the model in question. In this 

step, a total of 15 explanatory variables that represent customers' general and credit 

history information and 1 response variable are chosen for the scoring model. The 

variables used in our research are listed in Table 1.  

 

Table 1. Definitions of variables 

Variables Definition 

Age Age of customer 

Gender Gender of a customer. Female code as 0 and male as 1; 

Mobile number 

value 

Mobile phone number value: Valuable, Average valuable,  

No valuable;   

Is our customer  If the customer has ever taken a loan from this  

institute before, the value is 1, and otherwise 0; 

Loan count Number of active loans; 

Application 

loan 

Number of active digital loans 

Property loan  Customer’s mortgage loan status:  

If a customer has a mortgage loan is coded as 1, and if not as 0;   

Debt income ra-

tio 

Debt-to-income ratio of customer 

Property Real estate ownership status of a customer.  

If a customer owns at least one real estate is coded as 1, and if not as 0;  

Vehicle A customer’s vehicle status.  

If a customer owns at least one vehicle is coded as 1, and if not as 0;   
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Mobile phone 

type 

The customer’s mobile phone type: iPhone, Samsung, and Other; 

Marital status Marital status of customer: Single, Married, and Not specified    

Job-status Customer’s job. If a customer employs at least one job is coded as 1,  

and if not as 0;   

More than one 

job 

If a customer employs more than one job is coded as 1,  

and if not as 0;   

Living area Living area of customer: Capital, Other area, and Unknown 

Result  The target variable or result class.  

If the customer is overdue his/her loan for more than  

30 days is coded as 1(considered as “bad” class label),  

and if not 0 (considered as “good” class label);   

   

In this study, we categorized our response(result) variable into two classes 

“Good” customer and “Bad” customer. if the customer is not overdue his or her 

loan payment, or overdue for less than 30 days belongs to the “Good” class label, 

if the customer is in arrears for more than 31 days and classified into the “Bad” 

class. 

We recalculated the correlation between these variables using Pearson's R, 

Correlation ratio, and Cramer's V methods and examined whether there the highly 

correlated variables or one replacing or negating the other. As a result of the 

examination, there were no such results and therefore, it was possible to continue 

to use the selected features in the model building. 

 

Data Balancing  

While classifying all customer data, we faced unbalanced data with 72.03% 

of the entire data set belonging to the “Good” customer class. The problem with 

models trained on unbalanced data is that when the model is applied to a real-world 

scenario, it can achieve high accuracy by consistently predicting the majority class, 

even if accepting the minority class is equally or more important. Therefore, we 

used to balance our result class the machine learning synthetic minority over-sam-

pling technique (SMOTE) to over-sample the minority classes to achieve balanced 

representation for each class. After using this approach, the “Bad” class constituted 

50% of the data set. Figure 1 shows the nature of the data set before and after ap-

plying the SMOTE algorithm.   
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Figure 1.  The balancing of the "Result" class labels 

 

Training–Test Set Split. We split our dataset into 70% for the training set and 30% 

for the testing set (validation).  

 

RESULT AND DISCUSSION 

To predict whether a borrower will overdue his/her loan of more than 30 days, 

we initially run 10 highly predictive classification models in our database that are 

used by other researchers for credit scoring (Anil Kumar, 2021), (Khalil Masmoudi, 

2019), (Keramati, 2011) based on our intense examination of pre-existing literature. 

All model evaluation metrics in this paper are based on the validation/testing set. 

All analyses presented in this paper were done using the IBM SPSS Modeler 18.4 

software. 

 

Prediction Accuracy    

In the first step, we considered each model’s prediction accuracy to determine 

which model performs best with our data. A model’s prediction accuracy is the ratio 

of correct predictions to the total number of input samples. From Table 2 we can 

see the best-performing models in terms of prediction accuracy were the ensemble 

classifiers Random Forest and XGBoost Tree. These models had slightly higher 

accuracy than the next models than CHAID and Random Trees which is by around 

+5%. 

 

Table 2. The prediction accuracy 

Model Overall Accuracy (%) 

Random Forest (boosting) 76.13 

XGBoost Tree 75.40 

CHAID  70.33 

Random Trees  70.06 

LSVM  66.73 

Bayesian Network  64.66 
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Logistic regression  64.00 

XGBoost Linear 63.00 

Neural Net  62.97 

Decision List 60.95 

 

From Table 2, we can see the Random Forest (with boosting), XGBoost Tree, 

CHAID, and Random Trees models with higher than 70% accuracy. Also, other 

model evaluation and diagnostic metrics such as Precision, Recall,  ROC curve, and 

AUC of these four classifiers showed better performance than the rest of the other 

models. Therefore, we chose these four models and will explain the detailed results 

of these classifiers in the rest of this research.  

There are several metrics to test a classification model’s quality such as con-

fusion matrix, overall prediction accuracy, precision, recall, lift, and area under the 

curve (AUC) values.  

 

Confusion Matrix 

Classification performance is best described by a confusion matrix or truth 

table which is a performance evaluation tool in machine learning, representing the 

accuracy of a classification model. It displays the number of true positives, true 

negatives, false positives, and false negatives as shown in Table 3.  

 

Table 3. Confusion matrix 

  
Predicted class (expectation) 

Positive Negative 

Actual class (Ob-

servation) 

Positive TP (correct result) FN (missing result) 

Negative 
FP (unexpected re-

sult) 

TN (correct absence of 

result) 

TP - true positive; FP - false positive; FN - false negative; TN- true negative. 

 

To evaluate the classification quality of a classification model, it is necessary 

to look at the confusion matrix. For an ideal confusion matrix, it is expected to get 

values only on the main diagonal that are correct class values. The misclassified 

values are located off the diagonal. Figure 2 illustrates the confusion matrix for each 

of our models.  
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Figure 2. The confusion matrix for each model 

 

 

The Evaluation Metrics  

In this subsection, we examine each model’s other evaluation metrics such as 

precision, recall, and f1-score.  

 

Table 4. The description of the evaluation metrics of a classification model 

Metrics Estimation 

Precision The proportion of cases found that were rel-

evant data points. For our classification task, 

it is the ratio of predicted values of a “bad” 

class to all values that belong to it. 

TP/(TP+FP) 

Recall True positive rate which is the proportion of 

all relevant cases that were found. On the 

other hand, it is a ratio of the actual values of 

a “bad” class label that was predicted as be-

longing to that class. 

TP/(TP+FN) 

F1 -score The harmonic mean between the 

model’s precision and recall.  

2 ∗ Precison ∗ Recall

Precision + Recall
 

 

These evaluation metrics of each model are shown in Table 5. We can see the 

Random Forest classifier is evenly good performance for every metric. The preci-

sion of the XGBoost Tree is 0.774 which is a slightly higher value than the Random 

Forest model (0.762), but we can not say that the XGBoost Tree is better than Ran-

dom Forest, since the precision differences are very small between models that are 

0.012. However, since precision is a measure of how accurate the positive predic-

tions of a model are, it is shown that the XGBoost Tree model slightly more accu-

rately predicted the positive class than the Random Forest method. 

 

Table 5. The evaluation metrics of each model 

 Model Precision Recall F1-score 

 
Random Forest 

(boosting) 
0.762 0.765 0.763 

https://medium.com/@ellielfrank/precision-vs-recall-b7556bf45b9c
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 XGBoost Tree 0.774 0.721 0.747 

 CHAID 0.711 0.691 0.701 

 Random Tree 0.693 0.727 0.710 

 

While the precision metrics of Random Forest and XGBoost Tree are very 

close, the value of recall is a little different between these two models. Precision 

and recall usually have inverse relations. In terms of recall metrics, the Random 

Forest classifier is better than the XGBoost Tree model which is the same as the 

Random Tree model. Since recall shows whether a model can find all objects of the 

target class, therefore we can say that the Random Forest classifier predicts a “bad” 

class label better than other models.     

For the F1 score, the Random Forest model is still higher than the other mod-

els at 0.763. F1-score is a metric that measures both precision and recall and pro-

vides a balance of precision and recall. The value of F1-score is always between 0 

and 1 and close to 1 indicates high precision and recall of the model. 

 

Sensitivity Analysis  

Here, we present the receiver operating characteristic (ROC) curves and their 

areas under the curve (AUCs) of the classification models. ROC curve and AUC 

are used to measure the quality of the classifier's output. It is useful to look at dif-

ferent metrics to see if there is a trade-off situation. The TP detection rate of the 

model can be checked and compared to its FP detection ability. ROC curve shows 

this and it was originally developed in signal detection (Green, 1966). Sensitivity is 

true positive rate (TPR) that the ability to select what needs to be selected 

(TP/(TP+FN)) and while Specificity is true negative rate(TNR) that ability to reject 

what needs to be rejected (TN/(TN+FP)).  

Movement along the ROC curve is typically a trade-off between the classi-

fier’s sensitivity, and the steeper the curve, the better. For the ROC curve, sensitiv-

ity increases as we move up, and specificity decreases as we move right. The ROC 

curve of each classifier is presented in Figure 3. Figure shows the ROC curve of 

both the training and testing set. 

 

 
Figure 3. The receiver operating characteristic (ROC)  

for the models (training and testing set) 
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From the figure, we can observe the ROC curves for all the classifiers look 

good as the ROC curves are high above the 0.5 threshold which is a random guess 

along with 45o degree line. We can see from Figure 3. that the Random Forest model 

curve is the best, much steeper ROC curve among these models. The second is the 

XGBoost Tree classifier's ROC curve. Moreover, the ROC curves of the training 

set for each model did not decrease significantly in the test set, indicating that our 

trained models were not overfitted. The area under the curve (AUC) is a measure 

of the discrimination between classes of a binary classifier. The results of the AUC 

metrics are shown in Table 6. The higher the AUC, the better the model's ability to 

discriminate between true and false classes. If AUC is equal to 1, it means that the 

model is the best and perfect. 

 

Table 6. Evaluation metrics of the models(AUC and Gini) 

 Model AUC 

 Random Forest (boosting) 0.865 

 XGBoost Tree 0.829 

 CHAID  0.780 

 Random Trees  0.760 

 

Feature Importance  

In this subsection, we evaluate the relative importance of each feature (pre-

dictive variables) in predicting borrower loan repayment default. The feature im-

portance determines the features/predictors that have the biggest impact on predic-

tions. The feature importance scores of each model are shown in Figure 4.  
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Figure 4. Feature importance for classifier models 

 

From the XGBoost Tree, Random Forest, and Random Tree models, it can be 

seen that the Debt-to-Income ratio, Number of Loans, Age, and Number of Digital 

Loans have the greatest influence on the borrower's loan repayment. We can say 

that if a borrower’s Debt-to-Income ratio becomes higher, it is more risky to over-

due his or her loan payment. The higher Debt-to-Income ratio might mean that a 

borrower has more loans or digital loans. For all models including CHAID, we can 

see that the borrower’s Age is one of the important predictors. There is one inter-

esting feature which is the Mobile Number Value. In Mongolia, there are expensive 

and more valuable mobile phone numbers that some people deem to represent the 

phone number holder’s reputation. Thus, this feature also contributes to the predic-

tion since the number is expensive, it is shown as an important feature in three 

models. We also realized that numerical features have more relative importance in 

predicting a borrower's loan repayment than categorical features for all the classifi-

ers.  

 

CONCLUSION 

In Mongolia, however, microloan products by digital lending services have 

been developed for a short period, and the growth is very intense. With this fast 

growth, the rationality of credit risk management has been becoming more critical. 

The monitoring and determining the customer's creditworthiness is relatively weak 

and leads to the risk of increased debt burden and the deterioration of the quality of 

the loan portfolio. Compared to commercial banks, NBFIs have weak credit risk 

prevention and credit scoring development systems, so it is important to develop 

and use appropriate credit scoring methods to ensure efficient credit decision-mak-

ing. Thus, this research focused on a credit scoring system to improve the evaluation 

of the digital lending system for Mongolian microfinance institutes.  

In this research, we compared several machine learning models to predict 

borrower’s loan repayment status based on real microloan datasets of a non-banking 

financing institute of Mongolia. In the data preparation stage, we faced unbalanced 

data in terms of our response variable. The proportion of the “Bad” customers which 

is our main focus class label was only less than 30% among the target(response 
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variable). This unbalancing data situation in the original data set was solved using 

the SMOTE oversampling algorithm which is used to handle unbalanced data.    

Through intense exploration of the related works of literature, initially, we 

chose ten common models good fit for credit scoring problems and trained models 

in our dataset. However, there were four models with an overall accuracy of 70% 

or higher on the validation set and we discussed the results of these four models in 

our research. All analyses presented in this paper were done using the IBM SPSS 

Modeler 18.4 software. The four models that are Random Forest, XGBoost, Ran-

dom Tree, and CHAID models have higher accuracy and all these models are tree-

based algorithms. The reason tree-based models have better performance in our da-

taset is they might cause many categorical features of our dataset. The tree-based 

classifiers have been known to generally work better with such data sets. Among 

the models reported in this paper, the top two best-performing classifiers which are 

Random Forest and XGBoost are both ensemble classifiers. These two classifiers 

predicted an overall accuracy of at least 75% on the validation set. Other perfor-

mance measures adopted also revealed that the classifiers have good predictive 

power in assessing defaults in microloans such as the Confusion matrix (Sec. 4.2), 

The result of the evaluation metrics (Sec. 4.3), and Sensitivity analysis (Sec. 4.4). 

In section 4.5, we presented the feature importance for each model. From the feature 

importance analysis, it can be seen that the Number of Loans, Debt-to-Income Ra-

tio, Age, and Number of Digital Loans have more impact on the prediction 

borrower's loan repayment status. The result of this research shows that ensemble 

methods such as Random Forest and XGBoost Tree classifiers better predict than 

other models on the Mongolian microcredit and digital credit dataset.  

There are very few studies that apply machine learning algorithms to credit 

scoring in the case of Mongolian microloans and digital lending environment. 

Therefore, the result of this research makes an important contribution to Mongolian 

nonbanking financing institutes that offer microloans by digital lending service to 

improve their digital lending evaluation system to the solution to reducing the risk 

of digital credit.   

It can be an interesting future research direction to conduct a study to improve 

credit scoring methodology by taking into account the realism of different types of 

income such as income outside of current job and business income. It might have 

an important impact on improving credit scoring, thus preventing risks and making 

an optimal decision for digital lending for customers with any type of income. It is 

also possible to improve the credit scoring model by adding external factors that 

reflect economic and sector risks. 
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